ik

THEMRG A RS B, OS.
HREF. . ARG AR
PRz E A

BAERGEAR: Mk BERG
ARYidok: OS abAi gy Tt LBl 4edr,
RIGATFREATRD R

A RGEN P S T SRR 2 Al 4
M, BERGRENE AP @
Een, RO A RARG Y. BITHR
B RECRGIHA.

BAER G R IT BN R G RR I L .
OS ¥ L 2 —MEREF.

OS 2 FEMHLIER — )2 R G
KEPL RS Mainframe System

OS fi: #AFAREG . /hf KRG, AL
A LAGT A Z TR B M. 2 AR
ZAEARIFAE NS, CPUTEER]Z
[E)#EF Y. & & no software->resident
moniters->muli-programming->multi-taski
ng, XJ5?

Time Sharing system 43 2245

ZAM P, ARG R IESE,
A PR T — B
SRS Clustered: —2H I FHLI K
G — BT AN, ANHER, £
AR, EAHMH. dEXEAR —
BPLE AL T e R, R Tt
AT

LR RS Real Time A 3L, 5L,
T, BRds . BE¥E8.
Bl 2 5256 F #F Handheld: PDA cellular
telephone fix A X AT 55 BAE 5 € B 1] N 5¢
R

BERGTHHA, = KEFR: Unix I
54% Win 51 Android FAHL
REREES: H BT AR, W
10 WS, FHERRE. RSN
SRS AU (Dual): I FES: AT
AR, NS PUTHRAE RS R
Pt N AZSREMIAY: Set value of the
system timer, Clear memory, Turn off
interrupts, Modify entries in device-status
table, Access I/0 device

Interrupt: Caused by externel events.
Exceptions:Caused,by,executing,instruc

tions.Fault: {15 0 $ T ; Trap: 3 5525k
4 syscall;abort 25 {UBE4F b, = &

BIERASEW

BRGNS

JA P56 CLIGUI

FEFPIAT 10 Bk U RGHRAE WG
FERARIN BRI SEiT BRIP4
PR RGN PR

BERGED: G5B OMEFZEOGR
S A0 CLIGUL

H: RSP OS BRI %5

G SRR A OS Y% 1A) R 74
M.

— M C/ICHT, REZFMB TR
it APT N HFEEHE T, AR E

RYVHH . =4 LI APT 2 win32 API,

POSIX API #{l JAVA API,
Time()@2— >R G H

RGHMA =S e s
SEATENA PRI ERIR P, B BRIy
bk S A R &3, linux il solaris f
X SHGE S AR .

Types of syscalls: Process control, File
management,Device management,
Information,maintenance,
Communications, Protections

ELF:.text:code,.rodata:initialized,read-onl

y,data,.data:initialized,data,bss:

uninitialized data (R¥] IR LI FHES/ 4 )5

AR HETE bss BY)

HAHEER:  ELF SUIFRY interp Bréx 4

mEh S (loader)

Running binary: sys_execve -> do_execve

->_..->load_elf binary->start thread , A

entry point address {4 i PR P L 1 b

Bil

B HERE: HE execve VA i 37 ZI $h AT
start

A e SIASEHES 1dso, 58

BTSN EEE:, FAAAT _start

BAE R GLE5H:

] B A

MSDOS: /). FRiFEINREA PR RS, WhK

SIS, He URITRE 2 YA AR Rl 43

iR UNIX: 22 (P RER G, Jils UNIX

SERZIR, S ARGy RAERITRINZ.

LINUX B &5t (Monolithic)

JERGH: OS Wkl hRE R, BIRZE0)2

effifh, fmEe D L, %

2, MR U B R TR 5

TN A%45H microkernel system
RAERAERNIEE GEI. NAFEHE.
PEFEAYRE) B SLEL, HAhTh
REEP LA ML BERE . 2 th R
S MARRET IR .

gk MITHHRE. KL BT 53—
PG &, TS (NESETTH
RISEAT), T4,

B g P S TR A A A B A A T4
R, MELZEAZACEIE Windows NT
windows 8 10 mac OS L4

BA/%2 1% monolithic kernel
SRR, WEETRD,
TREAAT AR A, T
N OS KA. il Ak
BRI, FEEDN G AR SR
fRADAT I WA BOMZAER: WOk
K. Un 0S/360, VMS Linux

&3k modules

REFIUCIRANE R G T WA,
TG, NAREBEEs R, JE i T
FUHEATIEE, #2 v AR A S A .
BTE ZARMRZ IR G FH 2 5 R .
Linux solaris,

TRE RS Hybrid
RKEBIRRIBERG AR 2 R — A,
Linux Fil solaris ;& monolithic+module.
Windows K # 4> & monolithic I I
microkernel, Mac 22k Hybrid

Process 2 wmsmummins
HREAIE: PC 74 SR BL(& )R data),
(I data),}E(alloc).

interrupt

terminated

scheduler dispatch

1/0 or event completion /0 or event wait

AR new, running, ready,

waiting, terminated.

HERLIR S 22 R A B P (R G0 ), 0S (I
LSRG D BRI G RN

BN EHEEE LAt
FEALTF running ARZS; ready
BERR AL AL AT 5 wait
HERRAG 122 Al A5 TR NS

process state
process number
program counter

pefi - < Dahy registers

SERHRZ n D 0, WA :

g n-1 E-i//]\ 00 memory limits
list of open files

OS il PCB kR #h#,
PCB {345:

CPU scheduling information, Memory
management information,Accounting
information File management, 1/0
status information

Linux fi) PCB {f£1£4E struct task_struct H
Fork: A1 reg BRHMESL 0y, ZJ5 T
fork() : SCHEAR IR [u] THEFE pid, TR[E 0
wait(): SCERE TR BT, & T pid
waitpid(): FFFFREE TR SR HIEAT
execXX(): HamiFfRMNEASE], PUTH
e

Zombies: child ¥4 FEAX L, HELE
4% parent PHH wait() , I child Ay 1E
J R

Orphans: parent 2 & 7 #RE A wait() ,
Jet child BONIULIERS, SCiERE s S
4 init(pid 1)

Daemon:JELEIH AKX fork(), P& LSS
—AERE, A28 A BERE 2 B init
B, MO

AR

WEEBASIA : job BASY ready BAZI 4%
BAZ HERRAEIX AT A E S . T IEZBA
I, IR AR AL TR A5
JHAR/CPU I e R BERAT I AR
B2 CPU, SRR .

reey
110 queue

1/0 request

time slice
expired

wait for an
interrupt

€
AR 5 PR R %P A 52 BA
IR HERE, TREEARRAL, EH 2 AT
BT BE (A7 AR 0, LAV IRE R
G A K2 unix win,

TPRREE: ARG ERE M AR CPU 38
g, BB RO, B
AT A, Z ST A, BT
FERVE B BAF [

swap in partially executed swap out
swapped-out processes —\

cPy

(o—{ e |
kA2 A LA 4 R 10 7 OHI CcPU A
(CPU-bound), 1.l CPU #4E
FFsCYk: CPU YR, iR
FEMERRASTFHAPRS SR, R
By R SR fEAE PCB H,  BR ScR 2
overhead, iIFEHRBESATH A5 .

T LWP lightweight process. 7114 B
TOHEFR R IERRATS5. RARRL R AR
A PATER TR R BE A S A4

AR ) ARSHB ABI TR L
T A A PATRR AR A R S
FEAH, T DAAE BRI 75 e 2 1 %% U, 7T DA
B AL AR R R R IR
D IR IR 2 A O 4n HERR)

rogtors s || | [rosmers]ropmors [rogmtrs

[ stack [ stack [ stack |

& TR
Fbl: 2675 L5 code section, data section(heap),
signals. (reg il stack ANILEOMER: BIEEHIZR
FEAEN D> context switch FF44/)Mno cache flush),
AR ] LAIET shared memory;
responsiveness, scalability it pi: weak isolation;
one thread fails, process fails

JIP LR AR OS B (WA T A
FURRRIAFAE), I R ) R PSR AL
F[IAD VR R B AR Y eR SOk
ARt —ASRRSOR ARG ML ZE, WA
PERES TR,

WBRELE: HT 0S b, IS
TORBATRIEARE | HRIT— R En
B, R ERGT N MHE, Aaw
W HADLAR . B R Alan 2iRe, FTAZ St
RIS B £ CPU B,

R

TR B PRI S S P
AT PATRE: I AT/ AR AR Tt
FRETHCHE T ik =s(a): T4 DAL/ TR
AH—HRE .

SRR AL SRR R, R[R) OS Xy fE
P N I B W B i = 22 S ey B 2 W 723
B AR I

GAEHERE: MR BT ZE HAl
izt AT e N (B WERIR IS B M =R Y 3
P A, I . AT 2 R A
JEFRZErh unbounded-buffer 4= 7= 1] UL IGBRAE
PR RGN, R AR T AR
HERSE( 1PC

Shared memory: shm_open(): creates a shn
segment; mmap(): memory-map a file pointer to
the shared memory object; Reading and writing
to shared memory is done by using the pointer
returned by mmap().

Message passing: basic: send(Q, msg), recv(Q,
msg). USSP link: #id mailbox #5215
B GHr#E: create mailbox, destroy mailbox)
Message synchronization: blocking -
synchronous, non-blocking: asynchronous
Signals, Pipes: Ordinary pipes — unidirectional
B [f], parent-child relationship (fd[0] is the read
end; fd[1] is the write end); Named pipes:
bidirectional

RPC remote procedure calls.Z it S E%
SR 55 IR 45 S DA T T 455

Thread ZF2:cPuRR AN
PR S AL T NRRAE: BRI A R
{3i/1# JZ B4 {37 unit of resource
ownership/unit of dispatch, OS ¥E 114>
BIALRR, T BE BT LR B e

ZLEBEER.

BR—: KA YRR B %L
. RAREEN P T, R LR
OS 3HF, W RAVEHE (tune) i B SRS 185 2 1 FH 75
3K, ARG HERBRBAEF AR, Bl 1
R 2 NREOHT, — R
Hof AN A L P 2

—%F—: BN BN
Mz BE, R AR EAE R OS R, win
NT/XP/2000 linux Solaris 9 later. fi5: 44~/
AR DAHATHIAE 2 A0 RS |, — A ERARH
JE, PR AZARE T ARERRE . Bl ZfE
FAEFFH R, 08 M LRAREY 2 b PR AR
EXL: ZHPHZNZ, i OS Gl
LN LEFE, Solaris prior v9 win NT/2000
with ThreadFiber, ARl £ Xt L 48Fh,
—WaExNz, HEA AR ET 1
N# L. IRIX HP-UX Tru64 Solaris 8 earlier
A fork: BHFPREOL: (&R, Eil
AR LA (Linux H55—F)
PIRPRTEBUY: Asynchronous: 7 HIZ (|- H AR
2 FEDeferred: HARLAARWIAE H 2 EZX
Kk, fF90H: FohrrEdrd, Gy

WNE IR IR, (RSP IR 5 AL B,

PR JOR(ES EMES BT s IR
PR 2R SRR S iR MU ds e
LRI S . SR o JHBEUA Bkt
PR R A RPEI TR AR e BRI 1 n] e
HORcE:. SRFRREA AR ArRAR E COREEL
P UL, AETCsE e A AR H, et
JHEAR Mot

PR P35 Scheduler Activations

22588 22 RV B RS 2R 5 5 A e L 4 43 L 24 1
FHE M BOR2eAE; SA $240% upcalls, —FhA\
PIAZEN SRR PER AR AL, RN 5 PRAIE T 52

JHRT AZERFIERS A S A . Win xp linux
WIN XP S —3— 2 (Hdil i fiber AL
X EXNZ, BALRARE: D A
PRI FAABARAAAEIX . i = A8
SRR LR S0, FEEHELH ETHREAD 4
Frekfi KTHREAD A% fid TEB £Fih
ATHEES JREAE P S B A .
Linux {ELRFENMY tasks, [T fork, FisMEAL
TR EE T clone REASEM, ©RIF
TATLSS AT 55 Sz hl 2 i)

CPU Scheduling

CPU 4 IHL: run->wait, run->ready,
wait->ready, terminate %5,

FE3kH CPUL YIRS
(Non-Preemptive),2,3 T UL F8 5
SFURAL T (dispatcher) ¥ CPU F 45 i 2
45 iR BRI R AR . TR b
Tocye, Ui s PR, BEBIH
FORRT I A E o B R Y.
dispatcher {5 1F— AN R T et 2 55 — 4
BT A 20y B a4y R EE R
(dispatcher latency).

VA BER EE A SR A PP AR

T P JE %R ] turnaround time(E
FETF IR 5 58 BT A BTG I TaD);
U S RI=FE 54 15} 1) /CPU $AF TR,
AT

I [ B &) response time(#EFE M & i
SR — YR WAL A Bt [7], B B B A7)
LAY [E] waiting time(7E ready queue
GRS, ST RELRE] - 24T )
T[] A 4¢: ZrrtE throughput(EL {7 i)
5 LAY BERE HL) s CPU utilization
=CPU IS / A, JEEREH
B BTSRRI, RAEEEE
. CPU FIR % Fnkit LR %1F
R E ) AR E A

WERY

First-Come,First-Served(FCFS)
Scheduling: #% JE AR 564 )i 21 (19 W72
TTURBE, AR, AR, AT,
AFITFHEHRE, T CPU AFIT 10 B,
Shortest-Job-First (SJF) Scheduling: &4
T BB AT B A B A A AR S8 i8 4T, SIF
R, BEARIET-3 S 1R IR ) ),
EMEASE ., — Mk A
exponential average Fiilll i,
HI=(1-a)* 5 n REHL a* T
e 52t Shortest-Next-CPU-Burst):
PV M AR IEA T 58 T B A TR
EA=EM AL
Shortest-Remaining-Time-First , SRTF):
BRRPA TR ARSI B R R
RSERRE

SRR CPU 43 4 4 v s RSB
PR, — BT/ ME SRR (R D
HRRN: SR AR SR BER YL (Highest
Response Ratio Next) Wi i Fb =11 J& 4%




[ AR AL SR )= (Fll A 3R s R] -+
MV EFERFEFIE]) ARl AL 2R ]

SIF H 52 uft 2 A0 P AT i (B VE R A1 e iy
PSRRI R SE S E  FT A2
o d/AE .

. starvation, fIRIESEHK R ]
AIBTCEITT, RO E1k(aging)
UG INAE R G0 45 Fr i ()R g R A
ek, RS,

P} JE] - #8%4 7% B Round Robin(RR)

ek PR AR IR FCFS; AR R B i
CPU 445 Ao R, AT —A B8 5¢
—ANB A 5t ikl CPU (RS K
Ready) . 40 5 38, 200ms Bffa)
LA PERESE 100ms A 2153 80T
20ms Ky CPU If[a],

RR FAPERRII T I ) R/, a2t q
K, AT FCFS —# 75 fR q RN,
RS AR,

R[] A BE A S M R 3% i 7 B 1] —
mF, shgg iR, R RN R
B GE H RETE— AR R N SE R, A5
AHRY. -3 J 2 RT3 R S 4% A
K. —BRUL RR o SIF A 0 @& i1
JEl%E, JG starvation, response time H 4,
[ S I, R 2 i 7 s
ZHBFIEEE

V5 wh 2 BAB AR 1 0T 5 2B R ) 43Ry
LA ANB IR BT 1, SR AR
AN E 5 HA—ANBRF . R [ BA S AT
A REMIL e Ia R PR,
BlRSG R, APH, e
R BAF 4%

— &, 4> BTl G foreground( A2 H. I
interactive) fl 5 &5 (L ALEE), )54 RR,
B f5 FCFS. 222 BA e BAS 8] fry o 2 43
WA EERER, BENGRER,
HYUR e R, a0 80% TR &
M RR, 20%AT /511 FCFS,
Multilevel Feedback Queue Scheduling
ZH T

7= RR AR SC B ML . 5290
B iy X5 SR BERRAE R R Bk 4 BA S
T, SRR R S AR S
ST, Al fREAEEBEICE
I R 5T BR T R AR O 1O R R A 3R
R BER AV M 57 FsF 1) 77 R 1O HEFE RS 1O
bound & F B 554, CPU bound {RAf
KR

Process synchronization
HWAMES AT g, HSaqE g m
BRI DL, R TSk (race
condition), FATEHEGIX FhTE 4 BT
The Critical-Section Problem

HEgt s 2 AP A R I R
BEVR, AT U ) S IR A ACRD B Ry
It FLX B(critical section, CS),

CS [Af8: Al BRIE HA — A HERE R Al
BIX. YT SRAAUHJE: EF (mutual
exclusion), FEAE[R—IE LR AIE ALIX
BEW M HMHE R EENEAR
(progress), FUA7 BIAE R EEHE AN S X sk
FHFRR TR T e B,  FL R 1R A R
LAFM R B (bounded wait), FEFEETE
W FLEHEA critical section HYISTAIA PR,
ANRETCRR 51,

Peterson B.¥:

PR MR, FOER T AN
ARG O, IF BAEBAR OS HRIE A .
X B turn FRIC T SERE ], QR flag
#B ready H. turn=0, #}iHH PO 2511 (I
A PLJETBMT turn)

Py P
do { flag[0]= true; do{ flag[1]= true;
turn=1; turn =0;

while (flag[1] and turn = 1) ;

critical section
flag[0] = false;
remainder section

} while (1);
R
AL TENRF XS LT,
Z LT LS Memory barriers RN NTE
BB ST 20 LB AR AR T A,
Hardware instruction
Test_and_set(): ¥ HAREA true, [F]f}
SRR, SRR R TR
compare_and_swap(int * target, int
expected, int new_val): {158 HARIA{E A
expected, NIMRME N new val, %R [
IHME. ZARIERIE TR,
H K, tas(target) Bt 2 cas
(target, 0, 1),
Test_and_set fFAET S HIEH, FS—
HFEAE while JEFREL,
do {

while (test.and.set(&lock))
; /* do nothing */

critical section
flag[1] = false;
remainder section
} while (1);

S A AT %%
FRESFHE, W
WK TiE B
(spinlock)

HAR A e

/* critical section */
lock = false;

/* remainder section */

} while (true); - % &R %
CPU PEfE, (HAESEREN I AR IR O
T, 2 MRirmisE (BEERREM
Hit, EABATRERS) #e T
R overhead.

TECHEE c_a_sOFEMAY T A HRAE

tmp = *v;
} while ( tmp !

oA EFREbE R,

B TOEPRIES R AR, TREYL
e (R YRR T
B3k T —/~ 3k A critical section 1133
&), &5l

{558 semaphores

VS <atomic>  <atomic>

wait(reference S) { signal(reference S)

compare_and_swap(v, tmp, tmp+1) );

while (flag[0] and turn =0) ;

{
while (S <= 0); S+t
S--3} }
TS RT4T 0 BT FI4R{E

FRBEAE (FIRS AV R R )
MAfE S HAER 01, ] B %81
(mutex locks).
wait(P)Fl signal(V) Xt B, HF#AE
S IR R — R, (R AE Rk o A
NIFIERE, HELEY wait T2 5 B
1y, (2L signal TLFHE. A wait
FEJF wait FHERHS, ZESERZL wait,
FIM S RERAXFHCE, LAyl
A—AEEFORGEISF R g HERE, AT
JEGAT A, IS O R0 4 R AU 55 oy
P3EReR Bz @
wait(semaphore *S) {
S->value--;
if (S->value < 0) {
add this process to S->list;
block();  } } (HEREBIRAAN wait
signal(semaphore *S) {
S->value++;
if (S->value <= 0) {
remove a process P from S->list;
wakeup(P); } }(HFFEIRASAE A ready
R 5e% 48) & |58 (priority inversion)
PP BARI R (PLY R LB
HRLPH) TR 8, F20 PH LA LA
7. Mo RBRYEE (Priority
Inheritance) :I[fi il PL 4% PH [
ek, DA SE B TAEREE, Rk
JEWRE JF R BIRAR SE 9
Dining-Philosophers Problem 2% 5
&
B[] A5 ), N AN R AR R 5
WA Z A —RHEF (N AR); ik
ME LR ATz,
—FANR R
process() {
wait(chopstick[i]);
wait(chopstick[ (i+1) % N ]);
// eat rice
signal(chopstick[i]);
signal(chopstick[ (i+1) % N ]);

}

(HXRBARSFBOLH, W 5 MEE
KIS YLR, R SR TR, Wist
BT,

— BRI OE R AV 4 M
R IR) I B B T @ 70 [ B A P AR
T, AR — @A e AT,
mEEELT.

Bounded-Buffer Problem 7 FR 221 X
AT - EE AR

Producer ‘£ 7= ¥ #% it A buffer ,
consumer M buffer B Edafdifg. A
FEFRE 0 <Buffer<n

FTCATRZE full Fl empty W45 542 )

RS, A lock T 8ifE ] buffer
M.

semaphore lock = 1

semaphore empty = BUFFER_SIZE

semaphore full = &

producer
wait(empty
wait(lock
add_to_buffer(next_produced
signal(lock
signal(full

consumer
wait(full
wait(lock
take_from_buffer
signal(lock
signal(empty

Readers-Writers Problem
BE PR M R, TR R
Wi ge: reader I writer HYBPLE;
writer Al writer ¢ %8; (reader FlI
reader Z [AIZ A 11%E)

JH rw_mutex $5 i readers Fll writer 2 [d]
WERE, FHEEE read count %R H i
HE e, i mutex B 7 8i4E
read_count,

writer

wait(rw_mutex
signal(rw_mutex

reader
wait(mutex

read_count++;

if (read_count == 1) wait(rw_mutex

signal(mutex

wait(mutex

read_count--

if (read_count == @) signal(rw_mutex

signal(mutex

Deadlock ZE4i

BB 2o~ R R 5 4 P S U AT 345 AR
Y —FhR Ry . R DA T (o U
W, T, B RERREECH 25
P

LA

(DEJF (mutual exclusion): FE&1H 1%
b =E | o]
@FEFHERr(hold&wait): FLHIH Y3k
AR 5 — AR IEIT BERE —
ABER

@ F #® &5 @o @
preemption) il d
@FEIFEAF (circular \/Ji
wait): JEBTIIERE o
TEAE FRAMR A 45 17 0E

JEX %, B wait for graph HAELERR;

WIRAECE, itV L E 4, Vs
Wy REWSERNES REITA RIS
R EA. R P FIIR Rj A RIS
Pi->Rj, F/RMFE Pi DA 7 RIERA R
B—ANSEBI, ISR, WEUR R EIHERR Pl
H PRI R AY— D SLBI B 2400
457 HERR P, mRoACID. ERRFIEOR, ¥

WAL TOIR, IR TOIEE; WERA
W agstal. MRS IRERTRE—
LB, FIRWAFE. WA N
PRRAAL R A — B, WIAFER,
WERGA A 256, HHRA—E
P4 R REREIL R2 (Y52, SXASBETESMBLLA P3,
XEERRATHE T HER.

Y idsng st

PIERGEAFEASES: prevention(Fif)
avoidance(itf0); Fuif ik ASERIE R TR
42 . detection(#: ) recovery(% ).
Unix Linux Windows =/~ & 4 # ZI& 1]
BB ATED, RS,
FEALTHBS Prevention

EIRFEA DY S5 B e — A
Mutual exclusion: AHJHE

Hold and wait: "J47: JEfE—H HE 7,
A — KPR BT R A0SRk
—WRHARBUIT A %R, SRR C & il
FY TR

No preemption: L, (HAHEH
Circular wait: Z5% R ERX)FS,
SR B R )7 5 i e 1 AT
T EIRE A T RS REIR TR SRR A
. YRR E

et

3 3o PR B — Le A b i) 95 e 5 . (prior
information) M Ifij 3 56 FE B

5 fAT LA 5 A S B B SR A A AR
e R BN SRR BRI EK
Pk, BB G ISR AR TR,
TPRAIE AR 2 IR RS, BEUR A FORAS B
T JF R EL 43 VR 4 0 DA S R 1 e K
N R AR S R M A REESE
B N IEANECH N(M-1)+1

BERE: KT IA R, RN A
A, B2RGRA T2 AR, JHT BT
5 P1,P2,....Pn, HIRXT T4~ PLPi 595 0]
DA H I 1 9% 5 250N T 24 1T 0 YR L e
AR PG> T A TR, AR
GAFH. XRET, SR Pi IR R
RESERIWTH, A2 Pi W S AREE A PRI
HUE, eSS P DOBAT, PiiBAT
SEUE, Pitl gl APRIG 2 Fras Ao e, it
AT,

GARE>EA D ANEERE>TT
e AL s ->fRIE R G A A
RS,

PFPEABIE, single instance FEAME R

Single instance: &FFNYEIH A4
HIA—FfHril claim edge 53K, Pi->Rj R
HERR Pi FEAR W] R SR VTR R, HBLIIR.
2 PR FE R RV, R B R
1, YR LA PEFE S, JH assignment edge
SYECIAR AR, MRS, 4
BCIIRAE J ok, RGNS SE BB k.
S RUGHERE PR VEIR R, R TER R
1 Pi—>Rj WA ECH Rj->Pi AL BRI
SEEBIR, A eir .
FZSEEARRN, AR IAETE, Aa%
PEAMELS M R GRS AR, B A4,
Pi B R

Banker, ZLAFFERELRGEY::
ATV R TR SRR K
TR RE % HESERREE Y
SAEAT PR E] URE IR AT
need=max-alloction 4} [l & 4 =&
need<available, #&Ji5 available+=allocatio

Allocation Max Need
ABCD ABCD A BCD
Pe ee1l12 0012 0008
P1 1000 157859 87580
P2 153 574 21 3E586 1002
[ 0632 0652 ee2e

P4 2014 9656 9642
DALY Available = (1, 5, 2, 0)
®P0: Need = (0,0, 0,0)<(1,5,2,0), A
Wi, 52 PO J5, Available = (1, 5, 2, 0)
+(0,0,1,2)=(1,5,3,2)

(®P2: Need = (1,0, 0,2)<(1,5,3,2), A
Wi, 52 P2 J5, Available = (1, 5, 3,2)
+(1,3,5,4)=(2,8,8,6)

@F T BT A R Need B/NF
Available, U EF ASER, FTPARS
AT ARTS

®H%4)FH): PO->P2->P1->P3->P4
AR BLI P1 K (0,4,2,0), W P1JR—
TS P1: 1420 ;1750 5 0330,
B Need H{EX #4544 Allocation,

I PR Tl T ARAT S A TR I,
IR 4, MERLRIER

1430

OV RGEHEATEBRASHE, (ARFRE
AEFRAERS, A RGBS 5
SEE, MARAPHIERRR IR
LSRRI BB BAE T, T SRR
AR, Pi->Pj /RN Pi fEF1F Pj BRIk Pi
il RER VT F e S SR
H, ARG, RS E nn,
A9 8 R ity v =R
PRARAT R B,

FEPRE

K e RIS I : WA E R, R
G ORE . TSR R ik IR
AR, #RRZOE.

PRIk




O IEFrAFES R, FFEERR

Q— W& IL—A-HFE, HIIAH. ¥
Wi 2 SRR IGUP A R 25 foedk, HEFR
CEIETEZA, BEZATH, #1E
DR, Z/OMRREGA L, R
RH IR R AR,

HERR

Ho o7 W T T AL B = ) A
B victim: A ME
mE: BLEREARE, ERRME, —
W Bt A& LR E T

PUR: PRAIE YT IR AN 2 B2 A ] — A~ A
Pt L IR AR B o
IR L.

Main Memory 17
JERAE# T, 3247 (main memory). cache .,
FFARAS 2 volatie 5 2R 1.

12 4 bk (logical)/ HE (virtual) kAR X 41
bk fy CPU AR, widitly 0, 4
HETEVEAE A P S

PEL LS R ikl A A
BT HEE, DA R L.

) b HE 2 i HhE 2 A) 2 X Rk
B AF A% A1 S R b Ak B A7 2% (base and limit
register) % il 1. UIR base A-77-48 4 300040,
limit ZF774EH 120900, AR AF8 7 l LAA Y1)
[300040,420910],

HuhkS5 5 Y =ApFBL:
CEEORUL, TE
T . compile time
(o) |wree  compiler 2R
? " gt symbol #:%
) O E i bk
7 (relocatable
“u 7 address)
o +7E load time 248
7 relocatable address
. ¥ g 4 X gk
_‘ ' (absolute address).
“@o) 1E maRRR
B, A
T S ER R

- AR HEARTE execution time S} R VRS E,
A g 26 06F ik X — 26 R EHE R 5 execution
time A BEML. (F5% base and limit AFFFAY 2T,
iR ZHARAE R G X AN %)

« WIRAE compile time 3 B 28 A1 HEFE e 24 4%
TCAEMREL, AR VT DA BB LE A ok, RO

LUB T Ah ) 3R 2 G o R T

TN AN AE H R S8 5 AEIB A T B
Memory-Management Unit (MMU)

TR B PO L S 5 oy B PO B A
TEMMU 1, base 25 77k M I T2 (A7 Fr v,
PR AT, AR (A A
H{E. PA=relocation reg+LA. Jf| F'FE5 HAEAL
HLA, FGEFARFIFEL PA.

Dynamic Loading (Bi7Z5iN#R)

biis v AN V€7 R Ry AN DTS TS
TSNS, RS, TR
Fr DA TEV A o ak, Brd TRETHR T A

HE NI RE A b, T B e Ay
TP, OS AT ERERISCRE, BT BRI
g, MR BRI A — SR R A
A, RS

Swapping (RXHHLAR)

FERE AT DAY B A PIAT A2 4 2 4 103 47 fik
backing store I, 45 B R PUAT IS FRUE
[0, SREFHZSHEE (L dynamic relocate
ARG SR POEAE AL, TN A AN
BB AR, I ik 2 Y Frm R BRIt B
PilAl, W Linux 22 #: X windows 1) 52 # 3C4:
pagefile.sys

Roll out roll in:  {5RA AN i i JE g ) #ERE
TR, WAEACH AR SE I R DA e
NHAT R Se g Re, R T o8 e IR AL 4
o] I AFAR AT .

KAL) (4 3 BB 4 S e B[] transfer time.,
SRR (6] 5 BT RS N AR NIIE LE . R 58
Hegr— ANk i T SL BT R BA S, IR
Wi LA A

Contiguous Allocation (FEZE4MHL)
PFFIE TS 43 AP XS — MR resident #
RS, —AHATHP#RE, hF il E—
AL TARNAE, BTLA OS HAZEIRNAE.
HE A AR TR A PR DA K OS
F AR R A Bl k.

Base /& PA f5¢/IMA; limit 1475 T LA {751,
A~ LA ARfE#E Limit, MMU HiUikbms 23]
.

Multiple-partition allocation: 43X 3 & HLKF N 77
K53 R A TSRS X, A4 R
AR A E 53 DRI RIS 43 X
R EMER):

R NAF, ERTRA NI —A 1
SR I hole Sy FCAA HERR, 43 K K/IMEITF AT &
T, BAERGTEYHP K, ICRILE
A0 MR . —2H ] FHAY hole iEd%—A~
254 hole F.

S

First-fit ($E55— A~ LH5KM)

Best-fit (BEfTA 285K MY LT R/MY)
Worst-fit (e KH)

Next-fit (FFREPM IR A IRGEA M {7
FFiREE, #HFIB—ARBKR) .

First Fl Best (1411 25 F1| F Z4R L worst 4F-,
A fragmentation

first F1 best #RFEAESNHHE Fr (1) 7] 8L,
BB 5 AT (A AT 1 A AT DA AL 3
K, HRIARES:., MR T A S
% compaction #f12 defragmentation Ji /),
T E ()2 B A BRI TR (8] 56 BRI DA
HEAT BB RAE FERHED AR R
PR K, (B PHERM TR,
PR TR S TR T, X
S H T RN E E R, AR/
8B, #HHH 9B, WAREAL M 16B
N, BT 7B IR
ATEHEENRER)

SR VFERR I PA 2 [a)RIESE; ¥
FE PSR 5 KN B, 0T frame/
PIYYTHE, KBNS R FEER

JNEERIY A TT page, Linux Win(x86)/&
4KB.

OS THFZIRERFTA 2SR, iz,
RN

PTBR(page-table base reg)f5[a] %, 1]
TR N BB BB XA AT AL
PRLR( page-table length register) iji B
TURKRE, XU BN A 7E PCB
L FELRRRY IR Y,
DRI B TR R R E B

PWAETIIE, — R A AR L.

R IMEX AR, FIA TR
FKZE X TLB, & FlfE {4 cache. 5>

TLB 44/ 1 ASID addressspace identifier,

SR ME—HUAR R BERE, S AR (LA )
PRAr . 7 MBI AR B3R 75 % flush
TLB,

[— P |
oru - R
\ t

physical memory

Effective Access Time 7 % i 5 B [A]
EAT

Associative lookup=t1 ¥ TLB ] Hi}[a]
Memory access time=t2 P15 [ i)
TLB fiy #=a

A4, EAT=(t1+t2) + t2%(1-a), H} TLB
miss J52 - page table HLi—K (NFF
il —K)

AR47 protection

PRI 5 5 S WO I PR 2 SE B
Valid bit fFERF 4% H L.

Shared code JLZZARAG: QRS Z T EARIH
1M A5 reentrant code IX #F 24l pure code,
WA, L AR AN R T 2
ZSMAME, SRS B AR AER N 25 1) AT
FLAT ARAG AECHE RITT

JEE T (shared page): ZATUAT ARSI [d] —4>
i, TTRAFCRIER VIS T, B, 24
R AR A — A, IR 234 FEAL T DARE
L=z, MR HE G A HE RN
Wt —10r.

432 R % Hierarchical page table
BT RN 2L =R K, S
HOTRAMWK, MHITREEES:, B
PARELSE, PRI DU R 4378 /N, ]
WS WA TR, SRR
TERHATL, R TS HR 4
TR TS, R 2 Tkt

logical address

™
[—

outer page
table af

page of
page table

P12 KT IR RG], p2 25T
TR, K d2NTTRIFRE.
A TH

BT 32 037 LA Mtk 25 [B] i, — R FI WA A T3,
TS M A ARG A R, AR E
TR, HEEMA AN TTS . K5
TEAE R HE TS 5 8 35 v i R A T kA T
R YN 7E: B

RIRTE

X454~ physical frame 5 — 44 H . 545 H
LWL B frame ) REA0 0T 1) R b E R B0A
BT IHAR PID ., [N R G LA — AT,
SRR AR Tt A — AN A H .
SENSER A3, FREOA TFRAH TR
HEZS AR AT ASID,

4Bt Segmentation($MEEH)

O3 BTG G 1 2 R P £ 1 P AR B Y
TSNS . 4y BB SR F POL A 1 A B
FE, LA ZE R —HBR, 4B
HIAFRACEE, Hhk355E T B FRAE: P
B . W K LA @ i A F X
<segment-number,offset>F4 i .

BN P L e e B — 4k, 4 —
N2k HAL % base £l limit. STBR segment table
base reg ¥ [ A7 P BERIW (7, STLR —4~
R BB, P A 7 X R Y
segment-number 4 4/NT- STLR, [AFEA valid
fir, B REHRATIRRBCE, Wl LA T
code share, DAy L2 SIS A7 5 BLIFLEL,
Virtual Memory E7F
REAERE A P 00 B AR AR P BEAE it 23
LA Z3[H AT AR T PA %5[8]; fuif PA %5
EIES E2ge iz B
AR ER R RS, AW
SR ADIRER BT e, (R —
o ANAHESITHAR, RRNZH
XA AT R

#7FH M Demand Paging
AR A TAMM TR AR, R
i lazy swapper 72X, FRIERTEIUM,
B WA AT AT AR ] DT TG 4G

ATDAES, P TR IR 2 = A R
Y page fault, {H3XJ&—FpHUHE PN
page fault,

{E demand paging RAEH, T 2FNSH!
BRI, B AFRAT] 7R L — A
] FA W51 32 (free-frame list), 310 5% 24
HERLE IR 25 N

TR Page fault

ey bhb s, ST RN AE 3247 or TERL
K TT#RS 5| & page fault,

Page fault rate 2T 1 AU FE A page #5
& page fault, PSRk &0
[ BN SETHE.

ERERTER RS

TS WS RSO PEFFENL TUR A
EPANTE) Vil 5B AGE R BT R
B AL RIWAIHA NG SR s i) S
HHEH KR 57)

Effective memory-access time %15 [H
B[R]

EAT=(1-p)*memory access time + p*page
fault time

Page fault time {0 4% page fault overhead,
swap page out, swap page in, restart
overhead %%

KTV EAT, WBAGE 5 56 2 /D I a) ab B
page fault, page fault 25 DA SIER 4
L&A trap 3] OS

2ARATE P reg AIHFRRIRZS

3005 P TS M page fault

AFGA DU | A A 0 2 I R A (0

5. M 5 32 BB P9 77000 225 VR T (0 25 2k A3
P AERE BEARR S E] TES RS RERIY
ER)

6.1ES5FRERd R rh iy CPU

7.10 Ik

SARAEHAU ) AP FER A HERRIRAS (St AT
T6)

9.1 i 5 oK A #i ik
10AZIETURAHARM XK, Frifi BUE BAENAE
e

11456 CPU FRR A B A AR
124058 H P2t . ERRIRS IR R, &
AT,

HR R A RIS BT AR 55 I,

BRI, i)

SiEH copy-on-write

COW copy on write i 50 T #E A 4 i 3L 52
[F)— Ui, FERAPREG ST, B4
S5 D% HEA TS

COW e 7 #ERR QB . M — A JUR
F COW I, 3325 P WU R A B b A9 4
JEHT R T4 BN T B COW TT,

TUTH B

M free-frame list %S, (HH PR FFE
frame AT page in W, A AT
BE¥i(page replacement), I %A IEAE
B A LR ok A TR 2L page in [
B, WA K T T,
AR 2 Jo I (vietim frame).
HATEE B

L AR I e B LE

2 ARSI, QR B IR
A B AR A vietim, IR
vietim [ N & 5 B g & (6
dirty/modify (R TUE I FFE, H
BT A T B E I AL) , S DU
*z.
3 RF TR T AT 25 IR, 2504 TR AN
i

A PR,

B fft replacement 434 local Al global
W

£JFE#: global allocation
FEAF—AFERR A ITA i AR — A it
T, RE XD T EL 4 H b i
2. KL% 0S RHX .

SRR local allocation

FEAUERE LRB A C A4 e i P E AT

HHEREE

SRR/ N TR R B,
WA SR N AES T 5,
BTV, THREHTUERE. S5IRT
Y| i & reference string.,
HRPAFI: HETTRN, HFEX
LT, AREseihl; SR p 5
XL p 95 AT R TTER
First-In-First-Out Algorithm (FIFO, %g
BESEHEER)

o BT B T TET B R AR T
i, HERRIEN.,

reference string
7012030423082 1201701

DEED BREGED 4 dEe
Ll [o] [of [o]  [s] 3] [g] [2] [2] [2] [1] [o] [o
OOHE & oo o ¢ s EE ENENE
FIFO x i BUA] W2, S DR ECHOR 1Y
L, X FRELG Y Belady’s Anomaly
Optimal Page Replacement OPT £ f£
WEE#H

B SR U RS IR Sk, B
XA Belady’s Anomaly, B i K I
AR AT. SRR AT
08T/ 5 224 T i o L B T
e, SeBRvh Tovk S

reference string
7 0120804230382 1201701

7] [2] [2] 2] 7
BEGE 88 8 8 ¢
M > frame, N 4> page. P IKijjli], Page fault

UECTF B2 N, FIRZE P
Least Recently Used LRU BT HAff
i
LRU BN B A A T Y T,
X R R, MERE %L OPT,
E R TR B SR A 6 A i), R
7 [ [7] [2] B 4] [4] [4] [0 1
HEGH £ GEE8 & ¢ &
LRU BB gk I K] 5 2 W
T ¥
P14 counter: —ANTUREKHAA —
A~ counter, FFAHEGIH, BALEEIMEE
S ilE] counter, MERMS, EARIT i
INHYTT, BB, clock #K.
RS Hedp— N TURS AR, B H e B
B, 5| VLT A R A Bh B kR
TS, TR 6 ANFeEr. e Bk
’%ﬁﬁfﬁ?ﬁ’lﬁﬁﬁ LRU Tt,

nce st

LRU Appro;imation ;_,RU b))
A HEAAE RIS 3 LR Y



LRU, FAERM—AEL: TR
AT N—A~5 | F{if reference bit, #JHR1L
H0; HF|H—ATU (REARATRA),
XIS BT A5 | 23R 1. B4 e s et
SRR 0 M (FFLERTTE), 75 st iR
FIFO,
Additional reference bits fft 5| f A3
®
TE R B (8] (] B N AC ks | A . FERLAE
BT IETIRTRR P, B = 2R — A o L
IR OS, OS BAFANTKE |
AR H 8 (i IS, HA A
107, JFFARNL. X2 8 (] T fFae
W EF L TAESAT 8 A 1 ot IS
ﬂ 40 UL, ﬁlm%ﬁ¢ﬂ
/R VIR, RO BB T
@Eﬂ] H g/ MEM T LRU T, P
1.
Second chance — K& /clock B¥:
FIFO MYBGHNT: 4 victim TUH, 4835
WP frames HAAG | AL, WHK 0 H
BEB, A 1, BHBIAMVES, 4
IR kL2, ¥ N —A> FIFO 1.
FINH LT I R 948 IR,
il gk 23 T R A 51 32 I T 48 T i
1TE e, B RAPLL=FIFO.
Enhanced Second chance/NRU( Not
Recently Used)3g38 — kPl & /clock 53
ME——ANZ T dirty (7955, JEIETE
THAGI RERES THITER LR,
WAk T 10 %L,
[7] I} 2% [& reference bit Al dirty bit, W4~
{4 PUFR ] BE:
0,055 T, ey e fd o
ODTEE A B, BT 25 bk
i
(LOyEGI Ak, Rulaesdts:
ALD)ETIHAEBR, RTfEadsH H
B 0 B ] I T
WK T (0,0)-> (0,1)-> (1,0)-> (1,1)
Counting BT HEHEBFE
RHEA TR — A TR 5 AR
WS, BAE RZaWR:
Least frequently used LFU: B %0R/)N
By, A S —AT R — IR AT
M, RERART, MritEmTaee
K, RS, Mr e
VER: 2/ € e
Most frequently used MFU: % #3405
KE, PR S5e/ NRET) TLRT RE MR Ek
RIS KA.
XPIRRE A, SEMFFEMRR, 1mHIE
e OPT.
Page Buffering JT [ Z&H!
ALY E AR GO Zevh, AL 4R bl 4
L,
BB DL AR B ] FIFO 4% B i
TU, A TR P AR ., B

WERTUE TCE R, A5 HITA SR TR,
T A B ST i
TR AH TR, K8 TR YA A SN 5T
THIHEZR I 55 —UIT R0 TUIRD, SR )5 R M
{43 EL allocation of frames

|

A BERRTG E R/ MCH T, T
BIERSG.

WK prepaging

?ﬂ'ﬂﬁ"\(/\}i’d]ﬁ]‘ﬁzﬂ’] TR IR, &TE
WIFF AR5 S 43 it — 26T,

AKX s TUREHORE AR, Horb a 35501k

FET . AEHET A4 1 s*a ) page fault

I B A A A KT oA s (1-a) AN 0h 2 (1) il

PHTUFEY ., sk a BT 0, JHIIRNK,

a1, WIS,

[ T N O 7 T o 173 LT

SFYABEA Y Equal allocation

FEAIAA 100 AW 5 AR,

HFEPRA 20 AN,

#HEFI4BL Proportional allocation

AR HEAR AR /N L 10 43

it 42 %% 2+ BL  proportional allocation

with priority [FFER LG G5 FiL, (HA2T A

S,

A

Recaiming Pages free pages %§ &[4 %I —
SEAE G HE R PR — L2 page replaced Hi,
Major/Minor Page Fault Major: Jj i i}
TATENAET; Minor: 35 A 1 T HE N AF
H1 (shared library; HE U #f reclaimed |
EE bt i)

HifE $i3I Thrashing

WY TR BEA T A R B, e
A HERRA A AT ) 5T

thrashing

CPU utilization

degree of multiprogramming

P2 FE CPU FIARAL, A5 OSIA
b CPU KN T /2 in 2 i8Ry Fe
P51 B8, CPU FIl IR —
K.

ARER: A NKRT BNAERN,
ANRERF AT T TR TURE M.

R ¥ [l il priority replacement
algorithm,  H A4 i A5 S 90 AR 46

AR e frame

TEEABR Working set model
WS TAESE: il dleta NTTHE] .

Delta:If’E% H=[EEE A WG e, sl
10000 25454
WSS #E88 Pi (1) TAESE R/ N=FE 5 i) delta Py

SR TR | U
D=Jiif WSSi SKFI=Mi &
=i AT

Skt

R D>m g BRI, SRR SR
AR T, ELCTT DARE A A L
TR, IXRERSRMG B IE TG, PR T2
PR, kT CPU i,

WS % FJg—#e 1, RRRT I, 38
5, FEBIHSER. MR THE WS #
DB L, IRafbsiib T WS o,

T ] R AN | AT DAY WS A
fBi% delta=10000 4~5 | I, H4F 5000 /4~2x H
Pl e, S PREER A SU
Sz, 3 page fault J5, W DARG A 27051
PLRAL T A NI B A0, 1 3 51
10000 %] 15000 45| I Z [ TUR A 955 3.
ARG, 2RO LARECA 6
i, 3AMAR 0, HEH—A 1, AR AN
FAET WS ‘iﬁtHF#Txét?Eﬁ% [i5p]
FEAHIEAE 5000 A5 HATAL 3 T 51 .
A K7 A 57 ORI % i 451 2% T AR IR
Aoy tt, HR2HFmHiaiER.

page reference table
L..2615777751623412344434344413234443444

) |
1 1

WSit)= 4]
4% 4% 4 & Page fault frequency
schema

WS B BE T Bl Se 4 BT pre-paging, {H
sefEfl AR R RN, EEEN
JZH PFF.

AT DA T30 B A DU A B — A~ B BN
TR, WeRBUE R B, AR
BLEEZ M, WERART R, ARATT A
MR RS E WL

Memory-Mapped Files PIFERRST 32

) REAF SRRV S 1O A Ay 38 315 1)
FIRAR.

FEIG S 10 e B B T SRR RS, il
TR, XRE, — ORI S SRR
SR AR, DASIY ST RS T AR R
THE AT R RAL B, X RER T DA A7
fESCF, Tk read write 55 RGEVAI, Witk T
SCHFRFIGE A . 22 A HERE AT DA AR ] — 3¢
TEWR S & B IR,
Allocating Kernel Memory K4 R 7228
SXRE P NEARR, NN F
PIFEH R, WA LA TRE R
ANE R NBARAA N AE . 2.— 281N
BN B,

Buddy &4t

MPBE b B2y RN E s 1 B BT 4
fi, GRERA/NA n, AR 27K,
Hr k=log2(n)

t,
WS(t) = {12567}

1

Yo ATDAE A H OB BE R B
B AL PN, BRI
physically contiguous pages — 2
‘ 256 KB .
4
1288 vasKB ‘ @ﬁz:%ﬁ‘
u ZOYHITT
ook T4k
—yepi

64 v ﬁ

BEIRR I H .

HNTE

Slab 4-HE

Slab 4} fitl /9 K HE JE % 2 790 56 T AR 3
kernel YRS WEIRESH (AR 45 Bl
object) PR/, FHETISEHE £ Xk R AL BE
HI/NN AR, EMEEI 428 object 1)
cache B, 24—~ object FFZLMHH NIFE
I}, BUEIART IV Y) cache HJETEA %5IA
NS, IRAMATAE, MR
Aulla Buddy system Hiif,

AH T T4 A5 BT SR
R, BRERE, RERIBZHMMA
VO R/ NGB A 1 25 TSR
PEaS: SRR T R I N AR 2
i 3R AT AR I AL

kernel objects

ApEs

caches slabs

3-KB
objects

phys_\cally

&%
i |

| pages

7-KB
objects

T

|

TR/
TR/ R WEfr e, TR/ e,
10 FF4fie . JRdBtEs . page fault £ihts

TLB K/NEsi #e
TLB j&iE TLB reach
TLB i [l 518 13 TLB W] DA ) B 1 N 7E

=)

B,
TLB Reach=TLB size * Page Size.
BAHROLR, AR WS BT

TLB ', B A TLB 5%
HR A 10

HRTUR/ MK ZEfi TLB HEJy; (H] s
FHORTE TR TR A SRR K0 i
10 B4
10 E B TR0 58 A B BTE T

AU T B S SO BT, DASE IS
ﬁlﬁiﬁ?ﬁé%@

File System Interface 3{
HRGEN

AR T (g
£, SSD %) FHA R4 B — LA %
EEMES

{4 i (metadata)

ZRR, AR (E—FR RSO R T,
PR i, KU, BRI, WAL,
F P RIR
SCERAE

Syscall SEBL. X2 ADT HREEK
B, HHMEA: (1) Create: FEMFHR
KA ATE—HREE, REEER

Rl MR H; (2) Delete: ZEEF
HIRBIX R & B MR IEAE, IR
FEIRZSE] (3) Open: [ create/delete HY
BAEMESLWEA open, BLZHNEE
handle {5 H M HHSE; (4)

Read / Write 437 Current-File-Position

Pointer FR YU RIEAEALE, XN AL

B EHIREHRAE; (5) SINEREAL Seek:

S fHEEfEE; (6) Truncate:
WESHNE, RESREME
T
FETIFR SRR LA TR R
XAAREE: R RS AR N 4]
A E R
SCAETIFH %R file-open count:  FLER L
PETIFRI K IR B, FEda X PI,
RN 0, REF AEIRIZEAH .
AR R disk location of file:
LR b SCIHE AR
VIRARR: Uy s B
LA Dmandatory lock: AR H w8t
K5 HAH N IE4E access; (@advisory
lock: FERE AL B Dl A R 17 ) S
SCAERFREEH File Structure
None AT i SCIF45H
Simple record structure 33 {4454 -
lines, fixed length, variable length
Complex Structures: formatted document,
relocatable load file
A DA o 46 AT 24 (4
Py A o JE A

XAl OS AR P T e .
FRE

Sequential access JJiifF 15 i

SO RIIT, —MEsEE e
SRACH, ViR R, iR
G R X AT 3, BRI
PFR—3CRSy, 7 B3R SCrEEr
PRER 10 7, SRR R SCO RIS N
2, MBSCHRE R SIS R . T
Vi T SO R ALAY, 3d TR
LU A . T CATRR B AR E BTG
37 B 53 17 B s kAt iE Sk . No read

after last write.

iy

A A

current position
!

Q:rewind:E read or write =
Direct access B 75 |6)/FEHLT; )
SO R K R RO SR, fu i
TP A 7 A T S, H
) E T SO PR BT . ST
Pt R T A . ST A R
Hil. WTRASERITRR E=AF S, DB #H.
4L 48] blocks 1 index ST,
SO AR 3 A8 T T REXF L5 1
KESEL, B0 BE, AR T

beginning end

% n s iR n W n
SR P — MBI, JERE n SRR
Yo, M TSI %5

Indexed block access Z& 3| JFUFi 35 A

sequential access implementation for direct access

reset wp =0

read_next readcp;

p=cp+1;

write_next write cp;

cpp=cp +1;

N U 1) A B R T R 45 4 T ST AE L
eV b, SO H i B A
ELIR] i AP — AN 2R 5] 48 &AL T
PEE S EIC SR, A TR U
AR AT, SRR (R
SHBRAEMETE AT, SRR MR)
X T RSO, 2251 SO AT RE A4 R, I 2k ST
Primary index 351 Secondary index,
SR

H SR8 i SUHE B AR A

H SEES RN SO L

AL

AT AR Z MRS, R
minidisk slice.

H 4 4E

R BB MRS 38 7 list
Bt Eavs X # traverse U R
&5

BZHZ

BRSO AR — H g, — AN
ROARBEGFTE M. BT ETE S
[F—%%, AieaEH, WIMFEESH
Ji A

directory | catl| bo | a | test!| datal| mail| contl| hex|reco
files

“HHE%

RS P AT B Sk, A D
f H S P et H 5% user file directory
UFD., A PR AE R4 S0, 8%
e 1Elﬂi‘&4% ﬁj\QHﬁzj}

ey | ot [ oo [ [iest] [ o [ ana] [ \"H O

DILTSTETLTS

WIZHF T AT solve name collision)
K EE R H FR R, MR A
i Ni:AN

o [ [ e

5Tb£%aé”sm

\m \

S 1]

s p\

TITTIT




THE HF Acycllc graph
BS54 LSO E 5. TRIR A
AV H SRS H =T H S,
SCELSCHR A H I, UNIX SR A —
AR AR H S A E . B S
AU RR R . TEREE I T
184 AL S
R, JOIRE H S E A S A
AT AR . RIE S48 AT RER R
[l —3CHF, BT RS, SR
(HHER)IFAE dangling pointer [
— AN SR JE P % SRR HA B R R
dangling,
R XRS5 88 (Symbolic Link),
RS TR, TP
=K. ﬂﬂ‘]ﬁ%%ﬁﬁ%@ﬁ?ﬁrﬂ%%/[\iﬁ, H:
AN AT A B AR, (R IR SERYiX
MREERCRRET . WA PR,
R R R I S
ﬁ%ﬁ%ﬁﬁﬂ&iﬁ)‘(ﬁ H SR BT A J6
FE, R HEREFES, SO
i{ﬁ)%ﬂ‘[ﬂl/\ﬂ% TE SO e AR B B
T EAIEAE AT H S RS nfE
um*ﬁlﬂ’l T e i 2 1) SO AN
SHBSECUEM . R 24 kil
S [ RE R 5R | 1Y Reference Counter
WA OB, U SRR oAb B
FHES R T B Y EH SRR 1% £,
H- ¥ Reference Counter J8, 1, B HiAH %
JCIE BRIV, MAR FokE, MEid:e

Ehie 20

[w[a] wlon]  [cmlws]m]

O O
LEE EHR General graph
KA R EH B ER, Ui
W SCEEEERE, AU E SR, BUE SRR,
{EL{d1 i} gabage collection [H]i 25 [H], £
A S B A T B 9
wnm-mn

] ma,,|mm] m] \m [ mww )]

avi | count unhe} hex

)’Cﬁ%ﬁﬁﬁ mount
SCHERGAEVT M AR, — A
S R G A7E R S mount point

. LERAZENE, HER users K

o
sue Jjane sue Jane
F—N —
doc doc
prog prog
CAFFEE file sharing

ZH PRGNS ARG H . Seirdt
EREWN —E R LI A s
MRRGE, SCHET i M4 SC
FFFSE NFS 2% Wik 4 1 s 520y
ﬂi NFS 2 UNIX ¢4 4L= ¢ CIFS
& WIN F#pL.

£R3 Protection

PiRAL: 3 5 AT 380 append
T 31235 B list

il #5]3 access-control list ACL
=R A

4 2 owner access 4 group access
ft, public access

7£ UNIX B, — PG rwx ZARUR,
JIr DA—AN SCRRE 2 3%3=9 (i B SO
AR

File System
Implementation 3 {4 & 4t

E9

RS RBAERG P ASC I
PP FERUAR A B8 U5 04 B R 45 Y SC
PERBEREEE (WH FMRGIRSE) 1Y
KA. RGP, B
%,

write() & fsync(): write() Jy7E A H HaANf
[EIRS &€ [ ey e A S =W N
S RGARTEERE YL AE s fsync ()R il
I dirty data 5 [F] disk,
3 3 ] B file
control block: &
SR SR, A
HHE B, SOt

application programs

logical file system

V‘Jﬁ ﬂ/\J{jE . file-organization module
e YR B 5 i 4

"Lﬁ%’ R basic file system
SRR HISCS

#AJ 1/0 control
B %X l
{’Tﬁ’ﬂ:;}z% . devices
WA S: ERTidE: FRS

BT R R, TS SO 52 b
WP AR 2R R A5 SO R P L H 5%
LK BEHRGEIT FCB k413

gt

S AR RE SR B e 5] 1y B B
MY, A A R A A B .

translation,

B R G TR A IR B R
ik — ik i 2 /TJE TXTHZ?ELE’J%?EﬂE

AT

10 Fsifil: oA TR SRR 7 Hh BT Ak B AR

PN, SEINAT SRR AR (5 B 5%

%

On-Disk FS structure

File control block(FCB) (per file)

Directory (per FS): ({444 5| FCB )it

B, A2 FIXTY. FCB FRiS.

£ NTFS 1, W3 fF{E master file table

L

R ARG A BT S

boot control block 1% M %% 5] S 1E

ARG E R /[\ﬁ“f‘%%f’iﬂ‘?ﬂﬁ&

volume control block {515 % A 1415 B,

B SREEHE R LA U A SO FCB

file permissions

file dates (create, access, write)

file owner, group, ACL

file size

file data blocks or pointers to file data blocks

In-Memory FS structure

In-mrmory patition table 4> X 3
in-memory directory structure | 5% &% 1)
system-wide open-file table 4TI (1
%% per-process open-file table #F2F] I
R

— =0

directory structure

—

file-control block

open (file name)

directory structure

user space kernel memory
(a)

index 0T
| u
data blooks
read (ndex) —t 0

per-process system-wide file-control block
openfie table  open-ile table

‘secondary storage.

User space kernel memory
)

secondary storage

Figure 12.3 In-memory file-system structures. (a) File open. (b) File read.
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